
UUF
STUDIRS OF BRA ICR RINCI=B8 AND .CARACTRRPIBTICB

PROM AN ARCTXC B . CRUBIRI Ph&ae 3 ',

i 0 A Progress report on work accomplished under
Contract N00014-89-C-0014 between
October 1 1988 and June 30 1989

I <

I
I SAIC Polar Oceans Associates

Block A2, Westbrook Centre

Milton Road
Cambridge CB4 1YQ

September 4, 1989

DTICI EECTE
JAN 1100

I
%"Fftwv~ or~w PO

IUL I ....3 Ii



DISCLAIMER NOTICE

THIS DOCUMENT IS BEST

QUALITY AVAILABLE. THE COPY

FURNISHED TO DTIC CONTAINED

A SIGNIFICANT NUMBER OF

PAGES WHICH DO NOT

REPRODUCE LEGIBLY.



-! -

I It

1. INTRODUCTION

l In May 1987 a unique collaborative experiment took place in
the Arctic Ocean, when a British submarine and two remote
sensing aircraft co-operated in concurrent profiling and
imaging of the upper and lower sea ice surfaces along the
same track. Dr. Peter Wadhams carried out the scientific
programme from the submarine, which w equipped with a 780
upward-looking sonar system (narrow eam, 48 kHz) feeding
chart and digital recorders, and an EDO Western 602
sidescan sonar towfish (100 kHz) feeding an EDO 706
sidescan mapping system. The two remote sensing air( xaft
comprised:

a) A NASA P-3A equipped with
i Advanced Multichannel Microwave Radiometer (AMMR)

I with 37GHz and 18GHz dual polarised channels and
21GHz vertically polarised channel;

ii Electrically Scanning Microwave Radiometer (ESMR)
operating at 19GHz;

iii Airborne Oceanographic Lidar (AOL);
iv PRT-5 infra-red radiometer;Sv aerial cameras and video;

b) A Cessna Conquest of Intera Technologies
Ltd.,Calgary, equipped with the Intera STAR-2 X-band
HH-polarised synthetic aperture radar (SAR), giving
a 63km swath width.

Dr J C Comiso (NASA Goddard) was in charge of the P-3A
mission and Dr R T Lowry (Intera) of the SAR mission, which

I was funded by the Admiralty Research Establishment.

The experiment provided unique opportunities for validation
of remote sensing systems using ice of known type and
thickness, and for individual and comparative statistical
analyses of ice thickness and roughness. This report
describes analyses carried out during Phase 3 of the ONR-
funded project to interpret data from this experiment. For
completeness the reporting period is taken back to 1

SaOctober 1988, although a short report for the period up to
31 December 1988 was sent by telemail to ONR on 19 January
1989.
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2. REGISTRATION AND DATA DXSSNZXIPTION

From the outset it was decided that the datasets would be
worked on by an analysis team drawn from SAIC Polar Oceans
Associates (submarine and SAR data), NASA Goddard and
Wallops (P-3A data), and NASA JPL (aerial photography and
SAR registration). The team would hold regular meetings to
review progress, at which representatives of the funding
agencies involved (NASA, ONR, ARE) would also be present.

The first major task was co-registration of datasets. The
submarine had spent 10 days operating independently in the
Arctic, collecting upward-looking sonar data and

j terminating at the North Pole. There were then 23 days of
concurrent submarine and aircraft profiling, running
southward from the Pole towards Greenland, then eastward

Itowards Fram Strait, with a final collaborative day in
running southward through the East Greenland pack ice.

- During these periods the submarine and two aircraft
navigated by inertial navigation systems (INS), with
additional information from the Global Positioning System

* (GPS) for the P-3A during part of each day. It was decided
that two types of co-registration were necessary:

i General co-registration of the entire datasets, i.e.
I laying out the profiles and images on a

latitude/longitude basis;
j ii Detailed co-registration of selected portions of

track, i.e. as exact a determination as possible of
the mutual tracks of the three platforms, with the

j purpose of performing detailed correlations of
datasets, on a point-by-point basis if possible. It
was decided that the first portion to be selected
was a stretch of about 200km of track from north of
Greenland at about 8514, profiled on May 20th.

II The general co-registration for the submarine, involved
conversation of the 780 upward-looking sonar record from a
function of time to a function of distance. This was
accomplished using recorded position fixes for the
submarine, together with measured curves of accelerationand deceleration during times of speed change.

Tke detailed registration procedure involved using GPS and
Shigh-altitude photography information to register the P-3A

sensor data to the SAR imagery by matching recognisable
leads. This was carried out by NASA, and is described more
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[ Ifully in Wadhams et al. (1989). SAIC Polar Oceans
Associates then co-registered the submarine track with the
SAR imagery by the use of the sidescan sonar record to
match features with the SAR. Leads, edges of floes,
distinctive pressure ridge patterns and areas of first- and
multiyear ice were all recognisable in a similar fashion
both on the sidescan (for example Wadhams, 1988 and on the
SAR), enabling the submarine track to be superimposed on
the SAR image. SAIC used GEMS image processing system for
this task. Thus, the SAR image (which is a swath-based on
the Cessna flight track) became the matrix on which both
the P-3A and submarine tracks were superimposed. Any
sinuosity in the track of the Cessna was therefore folded
into the tracks of the submarine and NASA aircraft.

Detailed registration of the 200km sample of track
permitted systematic comparisons of sensor outputs to be
carried out. The team carrying out this work held two
meetings during the period covered by this report, to
review process and plan further analyses. The first
meeting was held in Cambridge from 8-10 November 1988, and
the proceedings are given as Appendix 1 of this report. In
addition to scientific work, an understanding was reached
at this meeting regarding a policy on data release.

In December 1988 Wadhams, Comiso and Crawford met at the
AGU Fall Meeting in San Francisco to review progress. The
second major workshop was held at NASA Wallops on
27-28 March 1989, with six attendees (Wadhams, Comiso,
Krabill, Swift, Tucker and Crawford). Proceedings are given
as Appendix 2. A paper was completed, and tasks for a
second paper agreed. The first paper (Wadhams et al. 1989)
is enclosed here in Appendix 4. The second paper, Comiso
et al. (1989) has now been prepared for submission for
publication. This paper is due for submission at the end
of August In addition, Wadhams and Martin gave a paper at
the December 1988 AGU. This is to be published by CRREL
and is enclosed in Appendix 4.
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3. AILY8I8 OF SUBNARUZE DATA

3.1 780 Upward-looking Sonar

1 3.1.1 Data quality

Upward-looking sonar profiles were obtained using the 780
system with a transducer on the top of the submarine fin.
The 780 system has a beam width of approximately 100. The
effective footprint of the beam on the ice bottom was about
15m. Thus, the first return from an emitted pulse comes
from the point on the ice underside, lying within a cone ofI angle 10° and at minimum range from the transducer. This
does not necessarily correspond with the point lying
directly above the transducer. Nevertheless, at least in
undeformed ice, the strongest echo can be expected to come
from the central part of the beam.

The chart record often contained fainter echoes at lower
range than the normal strong continuous echo and it can be
assumed that these came from steeply inclined ice surfaces
in the outer part of the beam footprint. It appeared that
the digitiser tended not to respond to such faint returns
and gave an output which was fixed on the strongest echo.
Thus, to some extent, the use of the digitised record
compensated for problems associated with beamwidth effects.
It is assumed that the digitised record, as used for

- statistical analysis, is a correct profile of the range to
the ice bottom directly above the submarine. Further
discussion of beamwidth problems and their solution is

given in Wadhams (1981).

[ 3.1.2 Data reduction

The first stage, in data reduction used the chart record to
insert data wherever the digitiser lost lock and failed to
record the ice surface. This occasionally happened for
short periods, usually due to a steep ice ridge. The
procedure was to plot out the digital record with the same
scaling (depth, time) as the chart record, manually
digitise short sections of chart record wberever required
and merge these into the digital dataset.

The second step, was to convert range into draught by
removing the profile of submarine depth variations. Thiswas done by identifying points on the record (using the
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II charts) that were definitely open water, identifiable by
very strong echoes (often containing multiple returns).
These points were joined by a smooth polynomial, which was
then subtracted from the range to leave a record of draught
versus time.

I The third step, required the convesion of the draught
versus time into a record of draught versus distance, which

I was achieved using the speed log of the submarine. A Ships
Inertial Navigation System (SINS) log of position versus
time (recorded at approximately 10 minute intervals by the
sidescan sonar watchkeeper) was used. This was combined

-with manually observed acceleration-deceleration data to
give a continuous speed-time curve, which was then applied
to the data points, which had been digitally recorded at a
rate of 4.6875 points per second (the ping rate of the
sonar). Finally, the record was quadratically interpolated
to yield a record of ice draughts at lm horizontal
intervals.

The Im ice draught record was then statistically analysed
in 50km along track sections. These usually contained
slightly less than 50km of data, because of times when the
sonar was turned off for cleaning or roll changes. The
total record length was 3,400km. The section numbers run
from 1 to 68.

3.1.3 Statistical analysis

We now refer to the line printer output example (for 50km

Section 1) shown in Appendix 3 and supply a commentary to
each of the statistics that are presented.

Ice draught distribution - 50km section

The probability density function of ice draught. A bin
I size of 10cm is used, and the probabilities are normalised

so that the total is 100,000. It will be noted that some
points lie in negative bins (from -lm to Om). These are

I almost all open water points where there has either been a
slight mismatch between the depth-keeping polynomial and
the real depth, or else the random error produced by the5 detection circuits within the digitiser has pushed some
points over into apparent negative depths Very little
additional error is introduced if these points are set to
zero depth, but we retain the negative values here in order
to avoid bias error in computing mean values.

,[
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I The ice draught distributions are then summed in 50cm and
Im depth bins, in order to give a coarser but clearer
indication of the frequency distribution.

Sea ice draught statistical parameters

i modal draught, this is the draught bin with the
highest probability

ii mean draught
iii root mean square (rms) draught
iv variance about mean
v standard deviation
vi median draught is the value of the middle point

when all the draught points are ranked.

These parameters are recalculated with negative draught
values set to zero.

Polynya/lead distribution - 50km section

A polynya or lead is defined here as a continuous sequence

of depth points, none of which exceed a value of 0.5m,

0.75m or lm. These three criteria are used in order to

distinguish between leads which are at different stages of
re-freezing.

The leads are classified not only by ice draught but also
by along track lead width in 10m intervals up to 100m, then
in 20m intervals up to 200m and 50m intervals up to 1000m.

Two tabulations are given. One shows the number of leads
per 100km. The other is of actual lead numbers encountered
in the section.

Lead/polynya analysis statistical parameters

For each of the depth criteria of 0.5m, 0.75m and lm:

i mean number of leads encountered per 100km of track
ii mean lead width along track (m)
ii rms lead width along track (m)
iv variance of lead width, (m2)
v standard deviation of lead width (m)
vi median lead width (m).

These statistics are repeated, zeroing negative depth
values. The results are identical, excepting rounding
errors.

6



! Conditional probability of leads/polynya

For each draught criterion, the fraction of the total
number of leads occurring in each width range is given
(normalised to 100,000).

Level/rough ice distribution - 50km section

I 'Smooth ice' and 'rough ice' are distinguished on the basis
that 'smooth ice' consists of a continuous sequence of
depth points, at least 10m in length, in which the bottom
surface slope is always less than 0.05. Therefore, there
is always less than 5cm depth difference between successive
points. Experiments have shown that this criterion offers

- the best approximation to the choice made by the human eye
when it examines an ice profile and attempts to distinguish
between undeformed ice (bottoms of floes and refrozen
leads) and deformed ice (pressure ridges'and rubble
fields).

Analysis of smooth ice - 50km section

The percentage of the ice profile occupied by smooth ice is
given.

- Smooth ice distribution - 50km section

A probability density function of smooth ice draught, in
- ~ 10cm draught bins from -1 to 50m, normalised to a total of

100,000 points.

I The next table shows the same distribution binned more
coarsely in 0.5m and im depth categories.

These distributions reflect the preferred draughts reached
by undeforned ice of varying ages. The relative
percentages of young, firstyear and multiyear ice in the
record can then be estimated. Young ice is usually less
than lm thick and firstyear ice less than 2m thick. The
10m minimum length criterion for sections of smooth ice
protects against erroneous identification of pressure ridgeScrests and other turning points as being 'smooth ice'.
Smooth ice statistical parameters

I Identical parameters as those for the whole record are

shown.
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Analysis of rough icv. 50km section

These are the inverse of the smooth ice statistics. 'Rough
ice' is defined as all the ice that is not smooth ice.
Rough ice sections can therefore be shorter than 10m.I
All of the same statistics are generated as for smooth ice.

-Level/rough ice length/draught analysis

This is a complete breakdown of the 50km record, showing
the length of each section of level ice and its mean
draught, followed by the length and mean draught of the
succeeding section of rough ice. The intention here is
twofold. For central Arctic data, these results enable us
to simulate acoustic transmission loss by assigning
different acoustic reflectivities to rough ice. Level
multiyear ice (more than 2m thick and having a
characteristic bottom of gentle bulges, Wadhams, 1988) and
level firstyear ice (very smooth bottom). For the Marginal
Ice Zone (MIZ), the level ice section lengths correspond to
along track floe diameters.

Distribution of segment lengths (m)

The number of segments (per 100km of track) in 50m bins of
segment length are given.

-- Distribution of mean draughts (m)

These are the numbers of segments (per 100km) and total
segment lengths in 0.5m categories of mean draught. In the
case of level ice, this is another way of identifying the
preferred age of undeformed ice.

I Analysis of pressure ridges - draught and spacing

An independent pressuri ridge is identified by a Rayleigh

criterion algorithm. The depth of the crest is compared
with the depths of the troughs (minimum points) on either
side of it. If the troughs each regress more than half way
towards an arbitrary 'level ice horizon', (chosen to be
2.5m), the ridge is classed as independent and is counted
in the statistics. If not, the crest is regarded as a
local peak which forms part of the 'foothills' of a deeper
keel on one side or the other. This is similar to the

1 8
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Rayleigh criterion for resolving spectral lines. Some
implications of this definition are discussed in Lowry and
Wadhams (1979).

Listing of ridge draught and spacing - 50km section

Each ridge in the record is listed with its draught and the
spacing to the crest of the next ridge.

Distribution of pressure ridge draughts (-1.O - Son)

The number of pressure ridges in the record and the number
per 100km, are listed in im increments of draught.

Statistical parameters - total pressure ridges

i total number of pressure ridges in a record
ii number per km of track
iii mean draught (m)
iv rms draught (a)
v variance (i 2 )

vi standard deviation (m)
vii median draught (m)

The same parameters follow for ridges which are deeper than
5m and ridges which are deeper than 9m. This eliminates
'ridges' which are really discrete ice floes, and shows the
numbers of genuine pressure ridges present. In the MIZ the
number of ridges deeper than 9m is quite small, because of
bottom melting.

Pressure ridge - maximum draught

This is also the maximum ice draught occurring in the 50km
record.

Distribution of pressure ridge spacing

The number of ridges per 100km track, the probability and
the cumulative probability, are shown for 20m categories of
spacing up to 400m. This is intended as a test of the
result found by Wadhams and Davy (1986), that pressure
ridge spacings in the central Arctic fit a lognormal
distribution.

9



Regression correlation coefficients

Various distributions (lognormal, negative oxponential,
logarithmic and exponential lognormal) are applied to the
ridge spacing statistics and correlation coefficients
calculated. In the case of MIZ ice, it appears that the
negative exponential distribution usually offers a better
fit than the lognormal.

3.1.4 Interpretation

A typical set of results from a 50km section (Section 1,
starting from the North Pole) is enclosed as Appendix 3.
Overall, data from 68 x 50km sections have been analysed in
this way, covering 3400km of ice from the North Pole to the
Greenland Sea ice edge, with data processing on the records
collected before the North Pole visit still in progress.
Results are being interpreted in detail and confirm many
earlier findings, e.g.

i negative exponential distribution for ridge
draughts;

ii negative exponential or lognormal distribution for
ridge spacings;

iii thicker ice off North Greenland than in central
Arctic; thinnest ice in Greenland Sea;

iv lead width and spacing distributions fit no simple
statistical law.

A paper on the complete statistical interpretation of these
data, and their comparison with earlier datasets, is in
preparation. Statistics corresponding to the intensively
analysed ice section have been reported (Comiso et al. 1989
and Section 4 below).

3.2 Wave Number Spectra

A separate analysis was carried out for energy spectra of
the under-ice surface. The wave number spectrum of the ice
underside is of considerable importance since it is the
basis of the method of small perturbation (MSP), a
theoretical technique for estimating the sound scattering
loss from the ice surface (Lysanov, 1974; Bass and Fuks,

1979; Guoliang and Wadhams, 1989. It is also the basis of
some theoretical approaches to the problem of internal wave
generation under ice (R. Pinkel, pers. comm.). Wave number

10



spectra were computed for each of the 50km sections of
sonar data, and some extremely interesting results have

been obtained.

Figure 1 shows the average of 38 spectra of 50km sections
drawn from the Arctic interior. Each under-ice record was
sampled at 12m intervals. Thus, the spectra are calculated
up to the Nyquist frequency of 0.5m "1 . Under-ice records
from the marginal ice zone region typically show spectra
where the energy density varies as k3 . This is exemplified
by Figure 2 here, taken from Guoliang and Wadhams (1989),
which represents data collected on a submarine 1985 cruise.
However, there is no sign of such a variation in the ice
interior (figure 1). Instead, the energy density varies as
roughly k 4 for short wavelengths (less than 11 m) and as k

2

or even kI1 at longer wavelengths. There is a distinct
'knee' at l1m wavelength, visible in most of the individual
50km sections. This appears to be unrelated to either the
beam diameter (Sm or less) or any wavelength of platform
porpoising. The knee may be a genuine feature of the ice
bottom roughness, marking the wavelength where the
roughness due to individual ice blocks on the underside
gives way to the roughness due to entire ice features such
as ridges and floes. Further research is in progress on
these data and will be reported in the final data report on
this project and/or in an associated paper.

A
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3.3 Sidescan Sonar Analysis

The sidescan sonar data were recorded on electrically
sensitive paper, giving a fragile analogue record. Back-up
recording was on analogue magnetic tape which requires
replaying through an EDO recorder. Wherever the submarine
was sailing at less than 8 kts it was possible for the
watchkeeper to input the submarine speed into the recording
system,, which changed the rate of progress of the chart
paper. Similarly, when the submarine's depthkeeping was
steady it was easy to input the depth into the recorder.
These two inputs generated a chart record which was
geometrically correct, i.e. compensated for both depth
(range transformed into lateral distance) and speed.

When depthkeeping was poor (e.g. during exercises) the
surface correction was imperfect, producing a blank area or
a loss of data at the certre of the image (further minor
mismatches were caused by the boat's list). More
importantly, when the submarine was travelling at more than
8 kts it was not possible to produce a genuinely correct
record as the chart speed could not be further increased.
Also, there were gaps between the coverage of the ice
between successive pulses, so the record was not only
distorted but degraded. When these conditions occurred a
chart speed setting was used which was a simple sub-
multiple (1:2, or 1:4) of the submarine speed.

Of 3000km of sidescan record obtained, some 1000km were of
'good' quality (i.e. geometrically correct) and 2000km of
'poor' quality. In the analysis, emphasis was given to the
good quality data. First, the entire dataset was
photographed to ensure its preservation. Three sorts of
analysis were then carried out:

(a) Comparative analyses with aircraft datasets (with
SAR for registration purposes; with AMMR; with
ESMR). These are described elsewhere in this
report.

(b) Comparative analyses with upward sonar data:
(i) Individual ridges were identified in sidescan and

780 upward-looking sonar records. The angle at
which a ridge crossed the submarine track was
measured on the sidescan, and the apparent slope
angles of the ridge measured on 780 upward-looking
sonar. The crossing angle was used to correct the

14I
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apparent slopes so as to yield a true distribution
of ridge slopes. This was used to test the

hypothesis that ridges are isotropic, and that a
random orientation assumption can be used to convert

an apparent into a true ridge slope distribution in
the manner described by Wadhams (1978).

(ii) A similar analysis was carried out of lead
orientations and widths, to convert an apparent lead
width distribution into a true lead width
distribution.

Work is still in progress on (b) and will be reported in
the final report.

(c) Internal analysis of sidescan sonar data. An
important discovery to emerge from Phase 3 was that
the underside of undeformed multiyear ice has a
quite different appearance from that of undeformed
firstyear ice (Wadhams, 1988). Multiyear ice has a
bottom composed of blisters or bulges with typical
relief of lm and diameter 10 to 80m, while firstyear
ice has a smooth bottom criss-crossed by narrow
cracks. This difference was used to characterise
the ice bottom into areas of undeformed multiyear;
undeformed firstyear; ridged ice; and leads. Such a
map not only gives percentages of each ice type but
also can be used as a matrix for simulations of
acoustic transmission loss, since a reflection
coefficient can be ascribed to each ice type. This
work is also still in progress.
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4. SONAR/LASER COKPARISONS

As part of the intensive analysis reported in Comiso st al.
(1989), a joint statistical analysis was carried out of
three consecutive, corresponding 20km sections of ULS and
laser data. Sonar statistics were calculated as described
in Section 3.1, and laser statistics were calculated in a
similar fashion. A result of critical importance was
obtained.

The result arose from analysis of the probability density
functions (pdfs) of ice draught and elevation. The sections
will be designated 1, 2 and 3. The individual pdfs were
plotted (Figure 3) and show little variation between the
three sections and no apparent association between the two
sets of distributions. Since the three sections were
consecutive and retrieved from almost identical ice
conditions (the heavily ridged zone north of Greenland)
this is to be expected. We combined Sections 1, 2 and 3
into a single 60km section and examined the pdfs.

The first test was to compare the overall mean draught of
Sections 1, 2 and 3 with the overall mean elevation. The
result was a ratio of 7.909. This ratio R should be related
to mean ice and surface water densities Pi and P, by

Pi
R = (1)

P, + Pi

If we assume a surface water density of 1025kg m"3 (typical
of Arctic surface water before melt beings) then this gives
a mean ice density of 910kg m'3 ,close to the value found by
Wadhams (1981) of 915kg m'3 by a similar draught/elevation

comparison on ULS and laser data.

The draught and elevation distributions were plotted

together, but with the horizontal scale of the elevation
distribution expanded by a factor of 7.909, and the

Svertical scale compressed to yield the same area under the
curve. The result (Figure 4) of this co-ordinate
transformation is such a close agreement that we can
conclude that the ice cover behaves as if surface features
were magnified by a factor R on the underside. in other
words, if a fraction F(h) of the ice cover has an elevation

in the range h to (h+dh), then the same fraction F(h) will
have a draught in the range 7.909h to 7.909(h+dh).
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Thus, we conclude that, in ice cover typical of the central
Arctic, it is possible to derive the probability density
function of ice draught (and thus of ice thickness) solely
from the results of airborne laser profiling. This result
has important implications. Since airborne surveys are
easier to conduct than submarine surveys, it greatly
enhances our ability to monitor synoptically the ice
thickness distribution in the Arctic in order to test for
evidence of thinning in response to greenhouse warming.

Work is in progress to check this result by comparisons of
longer sections of data from other parts of the Arctic.

An analysis was also carried out of ridge and keel~distributions. Figure 5 shows the three pairs of ridge

elevation and draught distributions. All are approximately
negative exponentials. By combining the Sections 1, 2 and
3 and comparing the best fit negative exponentials, we
found that an empirical transformation could be carried out

to derive keel distributions from sail distributions.
However, these transformations are not based on isostasy,
as before. Each distribution takes the form:

n(h) dh = A e('& ) dh (2)

where n(h) is the number density of ridges per unit
distance and unit height increment, and A, a are parameters
characteristic of the ice regime. If we use subscripts ,
and b for top and bottom surfaces, then it was found that
the use of the ratios a/dat = 6.3; A./A, = 9.0, allows a
keel distribution to be obtained from a sail distribution.
Once again, this requires testing using longer sections of
data before it can be applied generally.

These results are discussed fully in Comiso et al. (1989).
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5. SONAR/LASER/SAR COMPARISONS

As part of the intensive analysis reported in Wadhams
et al. (1989), we used sections 10 and 22km in length to
compare SAR brightness with respect to ice draught and ice
elevation, results are fully described in Wadhams et al.
(1989), which is enclosed in Appendix 4. A brief summary
follows.

The original SAR pixels (15.45m x 5.6m) were subsampled
1 by 3 in order to obtain pixels covering an area of
15.45m x 16.8m (16.8m along track). The sonar and laser
data were filtered to have equivalent along track
resolutions. Point-for-point comparisons were then made of
SAR brightness (on an uncalibrated linear scale of 0 to
255) and ice draught or elevation. It was found that the
residuals of linear regressions between SAR and laser and
between SAR and sonar data were not normally distributed.
Therefore,to obtain valid regression analyses it was
necessary to transform to square roots for SAR versus
sonar,and to square root (SAR) versus fourth root (laser).
For the shorter dataset it was found that the variances
explained in transformed laser height and sonar depth by
transformed SAR brightness were 15.8% and 17.1%
respectively.

The results were promising enough to justify a comparison
for ice draught over the longer stretch of track, which
would also allow us to determine an averaging length for
SAR brightness and ice draught which would give the best
and most useful correlation. It was found that using a
22km section required further speed adjustments in order to
obtain a good SAR/sonar match and that it was not then
necessary to use a square root transformation of the data.
The resulting correlation coefficient for point-to-point
comparison of sonar and SAR was 0.39. Both SAR and ice
draught were then windowed over n pixels (i.e. along track
distance of 16.8m) to try to improve the correlation.

The correlation coefficient r for SAR brightness versus ice

draught increased with n, but there is an upper useful
limit dictated by the need to have a good spread of data in
the scatter diagrams rather than closely clustered average
ice data. We found that n = 15 gave the most useful and
meaningful windowed correlation, with an r of 0.68. This
implies that 46% of the variance in ice draught can be
explained in terms of SAR brightness variations. The

21



I corresponding averaging length is 252m, which is less than
that required for the autocorrelation function of the ice
bottom to go to zero, i.e. each windowed data point
corresponds to a reasonably coherent ice regime rather than
averaged conditions.

I The high correlation gives some promise that X-band SAR can
be used as an empirical means of inferring ice draught
distribution, or at least of inferring mean ice draught
within a region. However,the correlation can never be as
good as that between sonar and laser, since ice elevation

I and draught are connected (however indirectly) by isostasy,
whereas SAR brightness is determined by ice roughness, salt
content and snow cover and is only fortuitously related to

jice draught.

2

k
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6. SONAR/PASSIVE MICROWAVE COMPARISONS

m The combination of platforms provides a unique opportunity
for the validation of passive microwave data over long
lengths of track. Our initial analysis compared AMMR with
ice type and ice draught. The whole intensively co-
registered track, some 190km in length, was used as the
test region. AMMR footprints were marked in their correct
positions on the SAR image matrix on the SAIC GEMS system,
using information supplied by NASA. Each footprint, when1 the P-3A was flown at low level, is an ellipse of along
track length 33m and breadth 50m (to 3dB points). The
footprints were then transferred manually to a photomosaic1of the sidescan sonar imagery, and the following analyses
carried out:-

i) Dominant and subsidiary ice type within the
footprint were determined by inspection of the
sidescan image in conjunction with the SAR image.
Ice was classified as ridged; undeformed multiyear;
undeformed firstyear; young ice; refrozen lead; and
open lead.

ii) Wherever the footprint overlapped the submarine
track itself, the ice draught was measured from the
780 upward-looking sonar and given as an average for
the 33m length of the footprint.

Some 280 footprints were analysed, of which 40 yielded ice
draughts as well as types. J. Comiso then used these
results in conjunction with passive microwave brightness
temperatures to see if each ice type gave a meaningful
cluster in a multifrequency analysis. Results are reported
in Comiso et al. (1989). Generally it was found that the
large amount of deformed ice in this region hampered ice
discrimination, but some useful conclusions could still be
drawn.

!I
I
I
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7. BAR DATA ANAPLYSIS

An investigation was carried out on the SAR pixel frequency
distribution for the various ice types within the ONR SAR
image. The high Arctic multiyear ice could be separated
visually into six distinct ice types. These were: lead;
new ice; firstyear (FYR) ice; smooth floes; complex floes
and ridges. Ice types within the above categories were
confirmed by visual comparison of the SAR image with the
sidescan data.

The aim of the investigation was to determine whether
different ice types within a SAR image of multiyear iceJcould be distinguished automatically using a digital
thresholding procedure. First, the six ice categories were
identified as training areas on the SAR image using the
GEMS image processing system at SAIC. Initially, training
areas on the SAR image were selected from along the
submarine track. This enabled direct comparison of ice
types with the baseline sidescan data. Once the ice types
for the training areas were confirmed, samples were taken
across the entire image using SAR temperature brightness
values and texture to verify decisions made based on visual
interpretation. For each ice type, several regions were
selected for analysis within the study zone. As far as
possible, the training areas were of a similar size so that
they could be statistically comparable.

Second, pixel values were extracted from the SAR image for
all the regions within the individual classes. Then the
brightness values for each class were normalised and
plotted as frequency histograms showing the pixel
distribution for each ice category (Figure 6a to f). The

pixel frequency distributions for the six classes were
plotted on one graph (shown in Figure 7). Finally, for
each class basic statistics were calculated, including the

mean, maximum and minimum pixel values, standard deviation
and variance (Table 1).

The overlapping pixel frequency distributions for the six
ice categories are clearly shown by Figure 7. Although they

could be separated visually relatively easily, using tonal
and texture information, the digital separation of the SAR
pixel brightness distributions was too small. Thus, four
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broader classes were defined. These were: lead and new ice;
FYR ice; floe and complex floe (or multiyear ice, MYR) and
ridges, these classes can be successfully separated

J digitally.

Investigation of class statistics can provide digital data
on the textural properties of the ice types. Application
of a simple maximum likelihood classification procedure,
using the GEMS image analysis system, proved relatively
successful, at least visually. Further investigation is
required to develop more complex classification procedures
for distinguishing ice types.

Variable Lead New FYR

SanpLe size 602 279 1450

Mean 15.6 18.7 28.6
Median 15.5 18 26

Mode 15 18 21

Standard deviation 2.1 4.5 11.6
Standard error 0.1 0.3 0.3

Minimun a 7 9

Maximus 23 40 110

Skewness 0.2 1.2 1.5

Variable Coe tex Floe Ridge

Safpte size 3106 3942 2818

Mean 62.4 53.6 84.8

Median 59 52 7
Mode 62 49 12
Standard deviation 21.5 13.8 36.0

Standard error 0.4 0.2 0.7

Minimum i 20 21

Maximun 214 150 254
Skewness 1.4 0.9 1.5

!
Table 1. Basic Statistics for the following training

Iareas: lead; new ice; FYR ice; complex MYR ice;
smooth floes and ridges.
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8. PROGRAMME STATUS

At the time af compiling this interim project report, the
following points can be made in respect of progress.

During Phase 3 the major effort has been the processing and
intercomparison of several data sets which were collected

on May 20th 1987.

The final report on the analysis of the 1987 data, which
will be a revised version of this report, will be submitted
in December 1989.

The list of Phase 3 tasks in the contract scope of work was
refined by the technical participants in the Cambridge

Workshop of November 1988 and in the Wallops Workshop of
March 1989 (see Appendices 1 and 2). These Phase 3 tasks
were aimed at the production of several scientific papers

and can be catagorised thus:

I. All analyses for and preparation of a 'Science
Paper'

1

j II. All analyses for and preparation of a 'JGR Paper'
2

III. Future analyses, not specifically related to, or

required for, the papers listed above but which
could lead to further publications.

I IV. Another deliverable, not presaged, was Wadhams and
Martin (1989), a CRREL report.

1 The status of these various tasks are as follows:

I. 'Science Paper' - 100% complete

Individual tasks required to prepare the paper are not

listed in Appendices 2 or 3. The paper recently submitted
to EOS, satisfies the project requirements as outlined in

the two workshop proceedings.I

Wadhams et al. (1989), now submitted to EOS and

included in Appendix 4.

2 Prepared for submission to JGR.

S28



i II. 'JGR Paper' - 100% complete (awaiting submission)

The JGR paper has been written and prepared for
submission for publication.

The five data analysis stages listed in Item 5 of the
Cambridge Workshop proceedings were revised during the NASA
Wallops Workshop. Item 6 of the proceedings has been
accomplished by SAIC Cambridge.

Further tasks are listed in the Cambridge workshop
proceedings, under the heading 'Understanding on processing

of data from the 1987 experiment'. It is the understanding
of SAIC Cambridge that all tasks listed in Paragraphs 1 to
4 have been completed.

Seven specific data analysis tasks were allocated to team
members during the NASA Wallops workshop (see Appendix 2).

All tasks allocated to SAIC Cambridge have been completed.

In conclusion, the JGR paper is now written and was due to
be submitted at the end of August or beginning of
September.

III. Future Tasks

Future tasks, which may be allocated to Phase 4, are
outlined in the NASA Wallops proceedings under the heading
'3. Future Tasks'.

'29
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I 9. PHASE 4 WORK TO BE ACCOMPLISHED

The major aims of 1987 data analysis to be completed in
I Phase 4, are:

1. To choose another region for intensive analysis and
replicate the direct sensor comparisons discussed
here and presented in Wadhams at al. (1989) and
Comiso at al. (1989). The probable choice will be aj region further to the east, in the vicinity of 840N
100W.

J 2. To complete the statistical analysis of ULS data for
the first part of the voyage and publish an
interpretation of the complete dataset.

3. To publish an interpretation of the wave number
spectra results.

4. To extend the sonar-laser comparison to longer
stretches of data (to be done in collaboration with
Tucker, Swift and Krabill).

I
!
I
I
I
I
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10. RERRNCES

* A paper written on Phase 2 of the contract
*** A paper written during Phase 3 of the contract

Bass, P.G.and I.X. Fuke (1979). Wave scattering fromI statistically rough surfaces. Pergamon,New York.

*** Comiso, J.C., P. Wadhams, W. Krabill, R. Swift, J.
Crawford and W. Tucker (1989). Top/bottom multisensor

remote sensing of Arctic sea ice. J. Geochvs. Res.. in
preparation (to be submitted 31 Aug. 1989).

* Guoliang, J. and P. Wadhams (1989). Travel time changes
induced in a tomography array caused by a sea ice cover.
Progress in Oceanoor. in press.

Liwry, R.T. and P. Wadhams (1979). On the statistical

distribution of pressure ridges in sea ice. J.Geophys.Res..i 84, 2487-2494.

Lysanov, Yu.P. (1974). Scattering of sound by rough
surface. In Ocean Acoustics. (L.M. Brekhovskikh, ed.),
Nauka, Moscow.

Wadhams, P. (1978). Characteristics of deep pressurejridges in the Arctic Ocean. Proc. 4th Intl. Conf.on Port
and Ocean Enana Under Arctic Conditions. St. John's (ed.
D.B. Muggeridge), Memorial Univ., St. John's, Nfld., 1,

S544-555.

Wadhams, P. (1981). Sea-ice topography of the Arctic Ocean
in the region 70*W to 250E. Phil. Trans. Roy. Soc.. Lend..
302A., 45-85.

I Wadhams, P. (1963). The sea ice thickness distribution in
Fram Strait. Nature. Land.. 305. 108-111.

** Wadhams, P. (1988). The underside of Arctic sea ice
imaged by sidescan sonar. Nature. Land.. 133. 161-164.

*** Wadhans, P., J.C. Comiso, A.X. Cowan, J. Crawford,G.
Jackson, W. Krabill, R. uts, C.B. BSear, 3. Swift and
W.B. Tuoker (1989). Concurrent remote sensing of Arctic
sea ice from submarine and aircraft. EOS. Trans.

- Geophys Union. submitted (enclosed with this report).
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Wadhams, P. and T. Davy (1986). The distribution of
pressure ridge depths and spacings in sea ice. J. Geophys.

i, Res.. 91. 10697-10708.

*. Wadhams, P. and 5. Martin (1989). Processes
determining the bottom topography of multiyear Arctic sea
ice. US Army Cold Regions Res. & Engng. Lab., Hanover, NH.,
Special Rept. W.F. Weeks Volume, in press (enclosed with
this report).
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PROCEEDINGS OF SUBMARINE/AIRCRAFT DATA WORKSHOP, CAMBRIDGE, 8-10
NOV" 8

1. A workshop was held at Scott Polar Research Institute (SPRI)
( and Polar Oceans Associates (POA), Cambridge, from 8-10 November

1988 to finalise the text of a paper for "Science" omn theresults of the 1987 submarine/aircraft experiment, and to planf further stages of data processing.

2. Attendees were
( Miss K Baird Admiralty Research Establishment (ARE)

Mr J Carter ARE
Dr J C Comiso NASA Goddard
Mr A M Cowan POA
Dr J Crawford Jet Propulsion Laboratory (JPL)
Dr B Hughes ARE

(S Dr G Jackson ARE
Dr W Krabill NASA Wallops
Dr R Swift NASA Wallops1 Dr R H Thomas NASA Headquarters
Dr P Wadhams POA and SPRI

3. An understanding was reached on the use and release of data
with respect to possible security sensitivities. The text is
enclosed. This has been sent to Cdr Weeks at Fleet Headquarters,

' FOS/M, Northwood, for his agreement.

4. A set of figures and an almost-final text of the "Science"
paper were determined. These will be circulated by mail. It was
decided that final sections of imagery and profile for the three
figures should be sent to Comiso as quickly as possible, and
final text addenda to Wadhams as quickly as possible.

5. Ongoing collaboration to produce a paper for JGR and further
papers depends on using the SAR imagery as a matrix for co-
registering both aircraft tracks and the submarine track. The
next stages of this will be as follows:
a) JPL sends Wallops a registered SAR image (in the form of two
tapes, one with raw pixels, one with square pixels) of the entire
May 20 track for providing a common frame of reference for all
investigators. ;t will be 12450 records in length by 2200 bytes
wide, at 6250 BPI, with no label and no blocking.
b) Wallops will add lat-long information in Intel floating point
64 bit format, for the left and right hand sides of each record.
A subroutine will be added to the tape such that a user can enter
lat-long data and get a row and pixel number to find the spot on
the image.
c) Wallops will also add AOL and PRT-5 data in the format
SAR row no (raw): SAR row no (square): lat in deg/min/s x 100:
long in deg/min/s x 100: elevation in m x 100: temp x 100.
d) Wallops sends to POA. POA adds similar dataset to (c) for ice
draft from submarine data.

, e) POA sends to all investigators.

6. The sub track will be located on the SAR by matching features
found on the side scan sonar records recorded b) the sub. This
matching is possible because the time difference between the
imaging of the ice by side scan and the SAR is small (at the most

, 2 hours). The latitudes and longitudes of the track can then be
computed given that the coordihates of the first pixel on each
line is known and that the pixel size of the SAR is known.
The aircraft track will be marked directly on to the geolocated
SAR image using the coordinate information recorded during the
flight.

The completed tape will be sent out to all investigators in
the group.

sotfing touna.



!
7., Provisional date for submission is end of the year. The next
data workshop will be held in Wallops, provisionally in March
1989. Wadhams, Swift and Comiso will try to meet at AGU Fall

( Meeting.

I UNDERSTANDING ON PROCESSING OF DATA FROM 1987 EXPERIMENT

A workshop was held in Cambridge on 8-10 November 1988
involving the following persons who form the analysis team for
the data from the 1987 submarine-aircraft joint remote sensing
experiment:- Dr P Wadhams - SPRI, Polar Oceans Associates

Mr A M Cowan - Polar Oceans Associates
Dr G Jackson, Dr B Hughes, Mr J Carter, Miss K Baird -

Admiralty Research Establishment
Dr J C Comiso - NASA Goddard
Dr W Krabill, Dr R Swift - NASA Wallops
Dr J Crawford - JPL
Dr R H Thomas - NASA Headquarters

The following understanding was reached about the way in which
the team would like to analyse and publish results from the
experiment. We seek the guidance and written approval of FOS/M
for these plans.

1. Current analysis of the 20 May 1987 SAR, sonar, laser and
microwave data sets have led to the potential development of
several scientific papers. These papers will describe broad
relationships between observations acquired with these various
sensors, and relationships between these data sets and satellite
imagery.

2. In order to allow reasonable comparison between these
relationships and p-e-iously reported historical ice data, we
seek to report the approximate location and time of the 20 May
observations in the following way. The flight/submarine
locations in the -egion of 35oW - 150W at 85oN would be shown in
the form of a box drawn on a large-scale map such that the track
or location cannot be inferred to better than 50 km accuracy.
The timing of the observations is, however, felt to be more
critical since at this time of year ice cQnditions change
rapidly in the Arctic (transition ihto spring). Further, this
date has already been reported in a paper. We therefore seek to
use this date so that we may also make use of concurrent
satellite imagery in the paper.

3. During analysis and comparison of the sonar versus aircraft
datasets for 19-25 May it is necessary to co-register the
submarine and aircraft tracks. We intend to do this as follows:-

a) The submarine navigation data will remain with P. Wadhams and
will be treated as Secret UK/US Eyes Only.
b) The submarine track will be co-registered with (i.e. overlaid
on) the SAR imagery purely for the purposes of analytical work,
as will the tracks of the aircraft. This will be used to prodce
a common imagery data set expressed in arbitrary co-ordinates
(not latitude and longitude) for use by the various scientists
in the project.



4 . Dralft texts of all _papjeFs arising 'from this project wbliC1h
pertain to the submarine will be submitted to FOS/M for

i approval. The first papers to appear will be oral and poster
presentations at the American Geophysical Union meeting in San
Francisco in December. Three papers will be given. Two will
discuss only the airborne aspects of the 20 May experiment and

I will not discuss submarine results. The third will discuss ice
growth mechanisms and will make use of two sidescan images of

', ice already published in "Nature", without saying anything about
time or location of collection. A copy of the abstracts of these
papers will be sent to you next week.

S. Dr J Crawford will be provided with a stretch of sidescan
sonar data, with no information on location, for the purpose of

.,'developing a three-dimensional simulation of the image for
animation purposes.

1 6. Based on telephone discussions between Cdr Weeks of FOS/M and
Dr Thomas of NASA on 9 November we understand that, two years
after data acquisition (i.e. in May 1989) a set of the May 1987
sonar data, including navigation information, will be released
for archival and open distribution to other investigators.

7. We propose that these procedures be adopted in analysis of
future sets of submarine data that are apporoved for limited
release by FOS/M.

I
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Proceedings of the project meeting held at NASA Wallops

Narch 1989
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PROCEEDINGS OF MEETING ON SUBMARINE/AIRCRAFT PROJECT
Attendees:- NASA Wallops, 27-28 March 1989

Peter Wadhams SAIC - Polar Oceans AssociatesI Joey C Comiso NASA Goddard
Bill Krabill NASA Wallops
Bob Swift NASA Wallops / EG & G
Terry Tucker CRREL
John P Crawford JPL.

The meeting was concerned with three main issues:
-completion of the "Science" paper
-analysis and writing plans for "JGR" paper
-plans for further analysis of remaining data.

All issues were resolved successfully, as follows.

1. Science Raper
The text for the paper was completed. The most recent analytical work

which led to the completion of the main text and fig. 3 was the
cross-correlation analysis of SAR brightness versus AOL elevation. It was
found that the fourth root of the AOL elevation versus the square root of
the SAR brightness (necessary to yield pdfs with normal residuals) gave a
linear regression with a correlation coefficient of 0.4 on aI point-to-point comparison. A similar correlation had already been obtained
for sonar ice draft (sqrt) versus SAR brightness (sq rt). This gave
considerable promise as a potential tool for inferring mean ice thickness
or even ice thickness distribution from SAR brightnesses. But further work
is necessary using longer pieces of data for the comparisons, rather than
a single point where a small error in registration could throw off the
correlation. This was identified as a task for the JGR paper. FurtherI material was added on passive microwave and other sections. The following
action items remain to be completed within the next week:-
1. Write summary - PW

S 2. Add paragraph on PRT5 interpretation - JCC
3. Show draft to "Science" - PW and JCC, March 30
4. Complete artwork on figures - JCC
5. Show to FOS/M - PW
6. Reference on ice drilling - WBT.

Submission date 9 April. (Note: Tasks 1,2,3 are accomplished on 3/30/89

2. JGp a2
The scope of work and contents of this paper were agreed on, and a

provisional completion date of June decided upon. JCC provided a workingItext of the introductory part of the paper, with suitable illustrations,
and the following tasks and action items were agreed for the data analysis
which still remains to be done.

I Task 1. Use the sidescan to identify areas occupied unequivocally by ice
of a single type - undeformed multiyear, undeformed first-year
(definitely), deformed multiyear, young ice, open water (possibly) - inI regions which fall within the low-level AMMR footprint. Use this
identification to obtain a set of multifrequency brightness temperatures



for definitely validated ice types (where the area crosses the actual
submarine track this validation also includes draft). In this way examine
the real variability of passive microwave over ice of a well defined type.
Action. Basic dataset for this and other tasks is 190 km track from 20
May. PW places submarine track on square pixel-averaged SAR image which
already contains laser track. Sends co-ordinates of this to WK/RS as DOS
disk by end of next week. WK plots centre of footprint of each AMMR
reading on this image, sends to PW. PW examines each footprint where it
falls within sidescan swath, determines whether whole area is covered by a
unique ice type or a mixture. Produces a log of ice type versus AMMR
record number, sends to JCC, JPC. JCC retrieves brightness temperatures,
produces cluster diagrams of Tb versus ice type, interprets meaning.

Task 2. Continue and extend the AOL/SAR and sonar/SAR cross-correlations,
using the entire 100 km (sonar/SAR) or 190 km (AOL/SAR) and trying
different averaging lengths and statistical techniques in an attempt to
increase the degree of correlation to a level which is genuinely useful as
a tool in ice thickness inference. Action. PW to do the sonar/SAR
comparisons, WBT to do the AOL/SAR comparisons, with both teams keeping in
close contact.

Task 3. Compare statistics of ice draft obtained from upward sonar with
corresponding statistics of elevation obtained from laser. Action. PW
showed statistics obtained from 50 km sections of sonar data. He passed
these to WBT for guidance. The statistics comprise line printer
tabulations and graphical outputs on pdf of ice draft, distributions of
smooth and rough ice drafts, pressure ridge draft and spacing
distributions, lead width/spacing/ice thickness distributions, floe width
distributions etc. WBT is generating similar statistics for upper surface.
WBT will send PW co-ordinates of start/end points of 20 km sections, which
is basis for his statistics. PW will redo submarine statistics for same 20
km sections. Both teams will keep in close touch on joint interpretation.
PW passed the relevant 100 km of corrected, interpolated upward sonar data
to WK.

Task 4. Compare mean SAR backscatter with 37 GHz AMMR horizontal
brightness temperatures. Visually there appear to be episodes of strong
negative correlation, interspersed with periods of no apparent
correlation. Develop suitable statistics to deal with this and interpret.
Action. JCC and JPC to do.

Task 5. Carry out a cluster analysis which includes BAR brightness as well
as AMMR brightneses. Action. JCC and JPC to do.

Task 6. For a few clear cases only, compare real lead widths as seen from
sidescan and SAR with visibility of same leads on &VHRR. Display on fig. 2
of paper. &cUin. JCC and PW to do. Develop this further as larger task
for future paper.

Task 7. Combine PRT5 data with AMMR brightness temperature data to infer

emissivity. Use emissivity for pdfs of AMMR. Action. JCC to do.

3. Future tasks
a) Extend tasks 1-5, 7 to entire dataset, 19-21 May (although AOL data not



I good on 19th). PW has already computed sonar statistics for entire 3400 kr
of submarine track in 50 km sections. For other correlations, 21st appears
to be best dataset.(All teams)
b) Carry out systematic study of task 6 to define minimum lead widthI which is definable on AVHRR.(PW, JCC)
c) Carry out pattern recognition and expert system analyses of BAR (JPC)
d) Do comparison of statistics from large-scale (high-level) AMMR with
sonar statistics on 50 km scale length (JCC, N).
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PROCESSES DETERMINING THE BOTTOM TOPOGRAPHY OF
MULTIYEAR ARCTIC SEA ICE

Peter Wadhams
Scott Polar Research Institute,

University of Cambridge, England.

Seelye Martin
Department of Oceanography,

University of Washington, Seattle, Wa.

I INTRODUCTION

In May 1987 the first systematic imaging was carried out of the bottom surface of the
Arctic ice cover, using sidescan sonar from a submarine (Wadhams, 1988). The results showed
that undeformed first-year ice has a smooth bottom topography broken up by occasional long
cracks, whereas undeformed multi-year ice is covered with dome-like features (e.g. fig. 1).
These have horizontal scales of 10-50 m and vertical scales of 0.5 - I m. They are scattered
apparently- at random over the surface of the ice, and there appear to be no corresponding
hollows; thus the topography resembles an inverted version of the lunar surface, with domes
instead of craters.

In this paper we address the question of the formation mechanism for these under-ice
structures. A number of possible mechanisms suggest themselves.

The nature of multi-year ice is one of the many scientific problems that have beenaddressed by W F Weeks, and in a paper by Cox and Weeks (1974) we find the only known
temperature-salinity section across a hummock-depression-hummock sequence in a multi-year
floe. The authors found a wavelength of 12 m between successive hummocks or domes, with
a relief of about I m in a floe of mean thickness 3 m. These contours are useful as a clue tothe processes which have occurred within the floe.

ORIGIN OF THE TOPOGRAPHIC FEATURES

Possible explanations for these features fall into two groups.
1. They are related to the summer melt cycle which multi-year ice has undergone. In support
of this idea is the observation that the scale of the domes, and the more or less random
distribution of them over the floe surface, resemble the distribution of upper surface melt
ponds during the Arctic summer. Fig. 2 shows a typical aerial photograph of such ponds.
2. They represent the almost-vanished relics of worn-down pressure ridges created years earlier
in the life of the floe. Against this idea is the observation that there is no linearity to the
distribution of the domes, and also the fact that in over 1000 km of sidescan record
(representing 103 km'of ice surface) there is no intermediate case of a ridge worn down to
almost the point where it looks like a sequence of domes. In every area of multi-year ice
there is a clear distinction between the undeformed ice surface, with its gently sloping
topography of bulges, and ridges which show clear linearity and strong angularity to the ice
blocks.

We therefore tentatively reject the second explanation, and explore mechanisms related
to the melt-freeze cycle.

THE MELT-FREEZE CYCLE

When a first-year ice sheet experiences its first summer melt period, some 30 cm of
ablation occurs from the upper surface in the form of snow and ice melt (Untersteiner, 1967).
This meltwater gathers in melt ponds and ponls on the upper surface of the floe, then drains
to the underlying ocean. Possible pathways for drainage are:-
a) through holes melted in the bottom of the pools,
b) by channels cut to nearby cracks and leads,
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c) by slow percolation through the ice sheet via grain boundaries,
d) through wide brine drainage channels which have opened up as far as the ice surface.

The extent, or even the existence, of mechanism (c) is unknown, although it can be
assumed that surface meltwater plays a role in the mechanism of flushing by which extensive
desalination of first-year ice occurs in summer. Note that because the water is fresh it cannot
flow into the underlying ocean through narrow brine drainage channels, in that because the ice
temperature generally lies below OOC, the water would freeze solid and block these small
channels. Wider brine drainage channels do, however, provide a pathway. It has been observed
in connection with research on the behaviour of oil deposited under first-year ice that the
larger brine drainage channels open up and melt their way upward to the upper ice surface in
spring, possibly because the sides of the channel act as a waveguide, concentrating solarradiation within the channel. In the case of oil, they provide an upward pathway, and in the
case of meltwater a possible downward pathway; alternatively the channel may simply provide
a start point for the growth of a larger thaw hole to permit macroscopic drainage.

When a surface melt pool first forms, it is very shallow and positions itself in a random
minor depression in the almost perfectly flat surface of the first-year floe. Once a pool of any
thickness, however small, has been created, however, its low albedo causes preferential
absorption of solar radiation and consequent warming of the water in the pool. It will thus melt
its way down into the floe by eroding its own bottom. The difference in elevation between the
bottoms of melt pools and bare ice therefore increases as summer progresses (but before
drainage empties the pools) until it is several cm or even tens of cm. Some observations from
Fiennes (1984) of the depth of a single melt pool over a period of 23 days may be appositehere: he found a depth increasing from 35 cm on July 10 to a maximum of 44 cm in mid-
July, falling to 13 cm by August 1 as drainage proceeded.

The presence of a warm water pool at the top of the ice sheet should also cause the
bottom of the sheet to melt more rapidly beneath the melt pool. A series of under-ice
depressions should therefore be created, with lateral dimensions similar to those of the
overlying surface melt pools. The existence of such under-ice cavities has been noted in the
work of Hanson (1965) and others, although there is scarcely any experimental data on sizes,
aspect ratios or distributions of the observed cavities. During the summer we therefore expect
a first-year floe to begin to develop an underside topography of depressions, reflecting the
surface melt pool topography.

How does a topography of depressions translate into the topography of bulges seen inwinter multi-year floes? We believe that the answer lies in the fate of the meltwater that has
passed into the ocean via one of the mechanisms (a) to (d) listed above, and which then gathers
in the depressions to form under-ice melt pools.

FORMATION AND FATE OF UNDER-ICE MELT POOLS

Fresh water which has run off from the ice surface, or which is generated by melting
of the ice underside, will collect prefentially under portions of the ice bottom surface with
lower draft. Thus sub-ice depressions tend to form into what Hanson (1965) defined as 'under
ice melt ponds". The effect has been described extensively (e.g. Nansen, 1897; Zubov, 1945;
Untersteiner and Badgley, 1958), and the subsequent evolution of the ponds has been studied
and investigated in laboratory experiments by Martin and Kauffman (1974). Briefly, what
happens is as follows (see fig. 3).

The trapped fresh or bra:kish water is at its freezing point, i.e. at or near 0°C, while the
underlying polar surface water is at its own freezing point of -1.6*C or lower. Therefore
freezing of the fresh water takes place at the interface (even in summer), creating a thin skim
of ice on the inverted surface of the melt pond (fig. 3). Observations show that the sheet thus
formed reaches a thickness of 2-10 cm. The space between the sheet and the lower surface of
the floe becomes filled with a mass of loosely packed ice crystals, with a preponderance of thin
vertical crystals running from the bottom of the ice floe to the top of the new ice sheet. This
effect was explained by Martin and Kauffman (1974) in terms of a density inversion created
in the fresh water layer by the rapid diffusion of heat relative to salt, causing high Rayleigh
number convection whereby supercooled water rises to the floe bottom to nucleate into thin
vertical interlocking ice crystals.

As summer proceeds, the horizontal ice sheet forming the bottom of the melt pond grows
thicker and migrates slowly upwards. This occurs because freezing at the top of the sheet
releases heat which flows through the ice to the lower surface, where it warms the lower
interface to slightly above the freezing curve, causing melting. This upward migration of the
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ice sheet at the bottom of the pond means that the pond is shrinking upwards into its own
depression and ends up not quite filling that depression.

I1 Martin and Kauffman showed that the processes occurring in under-ice melt ponds
represent an efficient, and perhaps the only important, way of growing new ice in summer
within the Arctic.

When summer ends, the air temperature lowers and freezing begins. We have little
experimental or observational knowledge of what happens at this point. If the melt pond has
already filled completely with ice from internal processes (the horizontal interface sheet
growing thicker and/or the vertical crystal mesh filling the remainder of the pond, then clearly
the bottom of the pond's ice sheet simply provides a start point for the new season's growth
of congelation ice. Beacuse the pond lies under a depression in the top surface (from which
the water by now has probably drained), the ice is locally thinner and so the growth rate will
be somewhat greater than that of the thicker ice around the pond. Nevertheless, we surnmise
that the differential growth rate is low enough, and the initial differential ice draft great
enough, that the difference is never made up.

Thus we have one plausible mechanism for the observed bulges. The matrix of flat ice
surrounding the bulges actually comprises the lower surfaces of refrozen under-ice melt ponds,
which have rectified the depressions in the ice created during the summer melt, but which still
lie at a lower draft than the regions of the floe which never harboured ponds on the upper or
lower surface. These regions stand proud to form the gentle bulges observed (fig. 4). We
believe that this is the most likely explanation.I Another possibility, however, is the complete opposite. If the under-ice melt ponds still
contain fresh water at the end of summer, this will freeze and thus expand, If the process
occurs slowly enough, the flat ice cover on the under-ice pond could bulge out below due to
the change in volume. Since this process would be taking place with the ice sheet surrounded
by water at its freezing point, the ice may be ductile enough to bulge outward without
cracking. It is then the ponds themselves which form the bilges. This process could be verified
by laboratory experiments. It seems unlikely, however, that reliefs of the order of 1 m could
be produced in this way.

TESTS AND IMPICTATIONS

How do we test this model? An indirect test, which would indicate whether melt ponds
are indeed connected with the mechanism of dome generation, would be to measure the spatial
frequency of domes and the distribution of dome diameters from all the available sidescan
sonar imagery, and compare the results with distributions of melt pond frequencies and pond
diameters (and the distribution of dimensions of the regions left between melt ponds) obtained
from aerial photography of first-year floes in summer. This study is in progress.

A direct test would be to carry out careful coring studies across second-year ice floes at
different stages of the winter. A pattern should emerge whereby the zones of lower draft
possess lenses of low salinity ice near the bottom of the ice sheet, whereas the zones of greater
draft do not. Further direct tests could be done in summer and autumn, examining the
evolution and subsequent freeze-up of a few under-ice melt ponds on a first-year floe. Finally,
many aspects of the process can be reproduced in laboratory experiments.

If the model proves to be valid, the main implication would be that the formation of
under-ice melt ponds in first-year floes in summer must be a universal process, rather than
a curiosity. This would have important consequences for the thermodynamic modelling of
Arctic sea ice, since it implies that significant ice growth must occur under existing ice sheets
in summer, so that summer ablation is replaced rather rapidly by accretion at the lower surface.

Finally, whatever mechanism proves to be the explanation for under-ice domes, the
existence of this kind of topography under multi-year ice has various implications of its own.
Models of acoustic propagation under sea ice usually assume that scattering by pressure ridges
is the chief source of transmission loss (e.g. Burke and Twersky, 1966; Guoliang and Wadhams,
1989), while it is now necessary to include the under-ice bulges as scattering elements.
Similarly, models which attempt to infer ice-water drag coefficients from parameters of under-
ice roughness must take account of roughness elements possessed by undeformed multi-year
floes. Finally, the clear characterisation of multi-year ice made possible by its underside
topography enables sidescan sonar imagery when recorded concurrently with other remote
sensing imagery to be used 4s a validation technique for passive or active microwave, since
unequivocal identification of ice type is now possible.
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CONCURRENT REMOTE SENSING OF ARCTIC SEA ICE FROM SUBMARINE AND AIRCRAFT

P. WadhamsI , J.C. Comiso2 , A.M. Cowan3 , J. Crawford 4 , G. Jackson5 ,

I W. Krabill6 , R. Kutz2 , C.B. SeaA, R. Swift7 and W.B. Tucker 8 .

I . .. .. .. . .. .. ..-------------- ------------ ----------- --- ....................

In May 1987, the first concurrent remote sensing of Arctic sea ice from the top

Iand the underside was performed. A submarine, equipped with sidescan and

upward looking sonar, collaborated with two remote sensing aircraft equipped

Iwith passive microwave, synthetic aperture radar (SAR), infrared sensor, and

laser profilometer. By careful registration of the three tracks it has been

possible to find relations ips between ice type, ice morphology, SAR

backscatter and microwave brightness temperatures. The key to the process has

been the sidescan sonar's ability to identify ice type through differences in

characteristic topography.

INTRODUCTION

A collaborative remote sensing experiment involving a submarine and two

aircraft travelling along identical tracks took place in the Arctic Ocean in

I May 1987. This was a unique experiment in that it was the first time that

under-ice imagery as well as ice draft profiles could be compared directly with

the output of ice surface remote sensing systems, including passive microwave,

synthetic aperture radar (SAR), and laser profilometer. The results provide

the first extensive validation of SAR and passive microwave performance in

terms of definitely known ice types and ice thicknesses. The value of this

I
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! experiment lies with the varied sensor types which have been co-registered to

the SAR image, such that inferences can be drawn by contrasting the signatures

of the various sensors.

The submarine was equipped with an EDO Western model 602 sidescan sonar

j towfish, mounted on her upper casing and feeding an EDO 706 sidescan mapping

system operating at 100 kHz. The submarine was also equipped with a

narrow-beam 48 kHz upward-looking sonar with paper chart and digital outputs.

A NASA P-3A aircraft was equipped with a set of passive microwave sensors,

I Airborne Oceanographic Lidar (AOL), a PRT-5 infra-red radiometer, and aerial

cameras. The other aircraft was a Cessna Conquest of Intera Technologies Ltd.,

Calgary, Alberta, equipped with the STAR-2 X-band HH-polarization SAR giving

wide swath (65 km) imagery. The Cessna flew at 10,000 m throughout; the P-3A

was flown partly at high altitude (6000 m) for good spatial coverage and partly

at low altitude (245 m) for good resolution and to allow use of the AOL.

The submarine undertook four 24-hour legs of ice profiling, proceeding

from the North Pole towards the coast of Greenland, then eastward to the

entrance of Fram Strait and southward through the Greenland Sea. Each leg was

overflown close to its time of completion by the two aircraft, operating from

bases in northern Canada (Alert), Greenland (Thule) and Svalbard. In this

I paper we report results of the analysis of a portion of the joint dataset,

obtained in the heavily ridged region north of Greenland at about 85 0 N on May

1 20th. Analysis of the complete dataset will be reported in future papers.

! POSITIONING

1 Positioning is a critical part of the data reduction and analys-s

procedure, since the concurrent data were captured from three sedarate

I
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platforms along a pre-arranged sampling track. The submarine, Intera aircraft

and P-3A aircraft were all navigated with inertial navigation systems (INS).

I In addition, for the P3-A, positioning information from a Motorola Eagle Global

Positioning System (GPS) receiver was recorded along with the INS data. During

U the May 20th mission, a four satellite GPS constellation was visible for a

period of approximately 2.5 hours, during which the high altitude microwave

observations were captured. Aerial photographs were also obtained with a T- 1

23 cm format camera as well as with a 35 mm Flight Research camera, both of

which place the time of day on an inset associated with each photograph.

.Our approach to post-flight positioning was to use the GPS information and

the high altitude aerial photography to register the data from the P-3A

J aircraft sensors to the SAR image. In the sample track length of 191 km, which

is analyzed in this study, a total of 20 features (largely leads) were

j unambiguously recognized in both the SAR imagery and the aerial photography.

We were able to reconcile points between east- and west-bound passes in the

same region to within less than 300 m. During the low altitude portion of the

mission, the positioning of the data was determined by using the INS

information corrected with the last available GPS-determined position. We were

able to correct the INS registered data through comparison of the low altitude

(245 m) aerial photographs with the previously registered SAR image using 12

unambiguous features. In our estimation, the laser profiling data are

registered to the SAR imagery to within ± 85 m (five SAR pixels).

The sonar records from the submarine were co-registered with the SAR

imagery by matching features in the sidescan sonar image with those of the SAR.

j It was easy to recognize floes, ridges and leads on each set of imagery and

many coincident points could be found, giving an estimated cross-track accuracy

I
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of registration of better than five SAR pixels. The submarine track was

overlaid on the SAR imagery and in this way could be compared with the P-3A

track and associated data sets.

JSENSOR COMPARISONS

3.1 Active and Passive Microwave Imagery

IThe microwave sensors are ideal for monitoring sea ice cover because of

their ability to penetrate cloud and darkness. The passive microwave system

Iconsists of an Electrically Scanning Microwave Radiometer (ESMR) which operates

at 19 GHz, and a set of multichannel sensors called Advanced Multichannel

Microwave Radiometer (AMMR) consisting of 37 GHz and 18 GHz dual polarized

Jradiometers and a 21 GHz channel operating at vertical polarization only. ESMR

has a beam width of 30 and covers a spatial area from -450 to 550 with 39

beam positions. The AMMR channels have beam widths of about 60 and were set

at 500 so as to be compatible with the Scanning Multichannel Microwave

i Radiometer (SMMR) on board the Nimbus-7 satellite. The X-band SAR system on

board the Intera aircraft has a resolution of 16 m and a swath width of 64 km.

The image is presented in the form of pixels, each of which represents relative

radar backscatter.

I An example of coverage over sea ice by both active and passive sensors

is shown in Figure I. The P-3A aircraft was first flown from west to east at

an altitude of 6,000 m. A second pass was then flown from east to west, offset

so that the AMMR viewed the same area of interest at the same altitude.

Finally a low altitude track at 220 m was flown over the previous AMMR track.

Figure la shows color coded ESMR imagery collected during the high-altitude

eastbound leg, Figure lb shows the SAR image over the same general area, while

I
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fI Figure lc shows ESMR imagei, collected during the westbound leg. The location

of the AMMR footprint in the westbound pass is shown by the color-coded stripe

in Figure lb. Some ice features common to both sensors, especially leads and

areas of first-and multi-year ice have been indicated with identifying arrows.

S In the ESMR imagery, first-year ice cover has the highest brightness

temperature (designated by pink) because the ice is saline, resulting in high

I effective emissivity. Areas of multi-year ice show much more variability with

low values (light brown and orange) where the ice is relatively flat and has

i snow cover and slightly higher brightness temperature values (dark brown) in

heavily ridged areas. Areas of open water exhibit the lowest brightness

temperature (green and blue). By contrast, the SAR imagery shows low

Jbackscatter values for open water inside the ice pack, slightly higher values

for thin and first-year ice, higher values for multiyear ice and the highest

values for ridged ice (Lyden et al., 1984). Because they are sensitive to

different physical properties of the ice, the active and passive sensors could

I thus complement each other and can be used to improve discrimination of

different ice types. For example, whenever undeformed young or new ice is

difficult to differentiate from calm open water in the SAR image because of

almost identical backscatter, the passive microwave data can be used to remove

I the ambiguity because of the large contrast in the emissivity of these two

surfaces. Also, when the snow/ice interface of a multiyear ice floe is saline,

as can happen through various mechanisms (Tucker et al., 1987), the brightness

temperature of this ice type would be very similar to that of first-year ice.

In this case, the SAR data can be used to better establish the ice type because

of the large difference in backscatter between multiyear ice and undeformed

first year ice. The interpretation of first-year, multi-year ice and leads was

I
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aided by notes taken by an ice observer during the flight and by video and

still photography.

3.2. Comparison with sonar, infrared, and laser.

Figure 2 is a composite scene developed using co-registered upward and

sidescan sonar data, X-band SAR imagery, passive microwave radiometry, and

laser profiling information. The SAR (Fig. 2d) scene which is approximately 7

km by 2 kin, has had a submarine ground track superimposed on it. This section

was selected for presentation because it contains examples of open leads,

recently refrozen leads, first-year ice, and deformed multi-year ice with well

defined ridging. The upward sonar profile is shown in Figure 2b, and the

analog side-scan sonar scene in Figure 2c. A profile of the SAR backscatter

values extracted from the submarine track is shown in Figure 2a. Corresponding

surface ice topography obtained with the AOL laser profilometer is provided in

Figure 2e, along with an infra-red ice surface temperature profile from the

PRT-5 (Figure 2f), and a cross-section of the 18 and 37 GHz ice emissivities

acquired with the AMMR (Figure 2g). It can be seen that there are strong

relationships among the signatures of the various sensors to the quite varied

ice types. The center of the SAR image is dominated by a section of open lead

(white arrow), a the large area of first year ice (dark green), and an expanse

of highly deformed multi-year ice (yellow), especially to the west (left) of

the lead, with the lightest yellow (highest backscatter) corresponding to

ridges. The sidescan sonar shows mainly heavily deformed multiyear ice; we have

already found (Wadhams, 1988) that undeformed multiyear ice has a unique

topography of bulges or blisters which enable this ice type to be distinguished

unequivocally from smooth undeformed first-year ice by the use of the sidescan.

1
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Some inferences can be made by contrasting the signatures from the various

sensors using the SAR as a convenient reference.

(1) The sonar profile (Figure 2a) beneath the lead has a "grassy" appearance

on its left hand side, a result of the strong echo at the water-air interface

saturating the recorder. The lead is also well defined in the sidescan sonar

image as well as in the PRT-5 and AOL ice topographic profiles. The PRT-5

f profile shows the elevated temperature (about -20C) expected for an open lead

while the AOL profile has a fine-scale characteristic of open water. The AMMR

I brightness temperatures of the lead at 18 GHz (vertical polarization) are low

compared to those of consolidated ice. However, the brightness temperatures at

37 GHz do not show similar contrast between open water and i- because of
significantly more internal scattering in the ice at 37 GHz than at IS GHz

(Comiso, 1986).

(2) The sensors show that the right side of the lead has been re-frozen. This
distinction can be seen in the SAR image which has been enhanced to show

contrast between the low image tone values. The contrast between the open

water and refrozen lead is very difficult to determine from the SAR image

because open water, young ice, and first-year ice all have low backscatter

W levels. Distinction between the open water and these ice types is considerably

more apparent in the sonar, infra-red, and passive microwave records but is

somewhat less distinct in the laser record due to the lack of relief between

II

the targets.

(3) A positive correlation is apparent between backscatter level on the SAR

I image and ice thickness indicated from the sonar and lidar profiles.

(4) Interesting information can also be gathered by comparing the laser

topographic profile with the sonar profile and sidescan records even though the

litI
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two profiles are offset by some 300 m. Note particularly the shape of the

large pressure ridge immediately west of the open lead. The ridge is quite

jagged in appearance on the laser record with a height of 3.3 m and width of

100 m, while the corresponding keel is 27 m deep, more rounded, and broader

(150 m). The sidescan indicates an area of continuous ridging extending for

about 600 m to the west of the lead (confirmed by the high SAR brightness

Ivalues) while the upward sonar and laser both show that the first ridge in the

sequence is the biggest. If we assume that this ridge does not change

character between these two profiles, then we can say that the width of the

keel is 1.5 times that of the sail and its height 8.2 times the height of the

sail. This is within the range of variability of ridges which have been

investigated by drilling (e.g. Kovaks and Mellor, 1974) and fits almost exactly

a laser-sonar ridge regression found in an earlier experiment (Wadhams, 1981,

eqn. 18); the small width multiplier suggests a shear ridge rather than a

pressure ridge.

A distinction between the upper and lower ice surfaces can be seen by

comparing probability density functions (PDFs) of the laser and sonar profile

across the 7 km of track which are shown in Figure 2. The results are shown in

Figure 3. It is clear that the distributions are non-gaussian. The greater

I breadth of the subsurface PDF over the narrower surface PDF is also apparent.

The median depth of the sonar PDF is 5.38 m and the mean depth 6.34 m, while

the median elevation of the laser PDF is 0.44 m and the mean 0.60 rM. The ratios

of means are distinctly greater than the sail to keel ratios apparent in the

Figure 2 profiles, and may reflect the fact that the tracks were not identical.

I Figure 3b is a PDF of the SAR brightness values along the same 7 km of track as

the laser (Figure 3a), while Figure 3d is the SAR PDF along the ame track as

1
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the sonar (Figure 3c).

" I 3.3. Ouantitative relationshins

SAR pixels have an effective resolution of 5.6m (along track) x 16m

(across track). The SAR pixels on original images were subsampled along track

by three in order to obtain 16.8m x 16m pixels, which makes it easier for

submarine and aircraft tracks to be colocated accurately and for sonar data to

be compared with SAR. The original SAR brightness data, each sub-sample and

the mean brightness of three sub-samples, were compared. There was no

significant difference between the statistics and pdfs of these five series.

It was concluded that obtaining 'square pixels' by sub-sampling would not

materially affect results.

There is a clear similarity between the shapes of the SAR pdf and the

corresponding laser or sonar pdfs, and we have already seen in Figure 2 how

there appears to be a strong correspondence between SAR brightness and ice

draft or elevation. We investigated this correspondence quantitatively as

follows. The laser and sonar data were filtered so as to have the same

I effective resolution as the sub-sampled SAR pixels (16.8m). Preliminary work

had shown that the residuals of linear regressions between SAR and laser and

I between SAR and sonar data, were not normally distributed and the original data

required transforming (normalising) in order to validate regression analyses

(Draper and Smith, 1981). In this case square root (sqrt) transformation

yielded normal residuals for the SAR brightnesses and sonar drafts, while a

fourth root transformation was required to yield normal residuals for the

laser.

The resulting relationship (Figures 3e and 3f) is shown as a pair of

i
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scatter diagrams. Figure 3e shows the relationship between sqrt(SAR) brightness

and sqrt(ice draft), while Figure 3f relates sqrt(SAR) brightness to fourth

root laser elevation [N.B. (ice draft + I)m is used here because small zero

errors in the sonar data can produce negative "drafts" under open leads, which

cannot be used for a square root]. The corresponding least squares linear

regression lines are also shown. In both cases, the independent variable was

SAR brightness (the common data set). The results indicate that, for the

single transect studied, the variances explained in transformed laser height

and sonar depth by transformed SAR brightness were 15.8% and 17.1%

respectively. The regression equation coefficients are not universal, since SAR

calibration must be taken into account. Also, the ranges over which these

relationships may hold are restricted by the fact that the upper limit of SAR

backscatter values is reached at a finite ice draft, so that all greater ice

drafts correspond to a saturated SAR brightness.

The results were promising enough to justify a comparison over a longer

stretch of track, with the aim of determining an averaging length for SAR

I brightness and ice draft which will give the best and most useful correlation.

Figure 4a shows a 22 km stretch of track, centered on the large lead of Figures

I 2 and 3, in which the SAR brightness and ice draft are shown together, each

smoothed by an 84 m-wide running mean so as to display the main features of the

variability more clearly. It can be seen that the peaks and troughs which

correspond to identical ridge and lead systems become gradually out of

I synchronization as distance from the central lead increases. Possible reasons

for this are:

(i) The time shift of 3-5 hours between the aircraft and submarine permitted

some ice deformation to occur;

'I
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(ii) Co-registration is inadequate at these space scales because of continuous

fluctuations in aircraft and (especially) submarine speed which are recorded

Ionly in a smoothed way by the navigation systems.

We corrected this drift by a linear speed correction to the submarine,

having a different slope to left and right of the central lead. The results

yielded a correlation coefficient of 0.390 between *square' SAR pixel

backscatter and ice draft averaged over the same 16.8 m of track.

I With this la-qer data set we were able to window both SAR and ice draft

over n pixels (i.e., an along-track distance of 16.8 n meters), in order to

determine the best length scale to use for SAR/draft comparisons. Figure 4b

shows tl e change in correlation coefficient r as n increases. As we might

expect, r increases with n, but there is an upper limit to the useful size of n

since an excessively long track simply represents average conditions for both

surfaces. It was found by inspection of scatter diagrams that the most useful

I value of n, in which a high correlation coefficient of 0.679 coexists with a

substantial point-to-point variability, is 15. This corresponds to an

averaging length of 252 m for the top and bottom surfaces. Such a distance is

less than that required for the autocorrelation function of the ice bottom to

go to zero (Figure 4c), and therefore rL, resents a coherent ice regime for

top-to-bottom comparison. The corresponding scatter diagram is shown in Figure

4d. Using this averaging length, the, 46% of the variance in ice draft can be

explained in terms of SAR brightness variations.

Actual backscatter / depth relationships are further complicated by other

factors, such as the ice roughness, salt content and snow cover. Nonetheless

the relationships shown here demonstrate that a basis exists for developing

statistics useful for interpreting SAR ice imagery in quantitative terms. The

I
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potential value lies in the possibility that reasonably estimates of ice

thickness distribution and variability in the Arctic may be obtained from

airborne (or spaceborne) SAR surveys alone.I
DISCUSSION

A remote sensing operation in which aircraft and a submarine operate in

concert has a unique value, in that it enables validation of passive and active

-I microwave data to be carried out over large areas of ice surface, as opposed to

the small number of floes which can be sampled from ice camps. The validation

! is possible because the submarine sonars give ice draft and ice morphology

(from sidescan) information, enabling identification of ice type to be made

(Wadhams, 1988). In the sample of data discussed in this paper, we can already

see that a potentially useful relationship exists between SAR backscatter and

ice draft and elevation. Further correlations will be discussed in future

I papers.
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FIGURE CAPTIONS

Cover

The front cover provides a composite scene composed of a 50 km by 37 km

section of a larger X-band SAR image plotted alongside of a portion of microwave

imagery acquired with the NASA ESMR from an altitude of about 6000 m. Obvious

correspondence can be seen between the darker first year ice in the SAR image

and the signature of the thin ice (colored pink) in the ESMR image. Other

I notable features that can be discerned between the two remote sensing scenes are

areas of thicker and deformed multi-year ice which are seen as lighter areas in

I the SAR image and darker brown in the ESMR image.

Figure 1. A 40 km section of X-band SAR imagery from north of Greenland.

Eastbound (line 1) and westbound (line 2) flight lines of the P-3A aircraft are

overlaid on the image, as is the footprint of the AMMR (advanced multichannel

microwave radiometer). False color ESMR (electrically scanning microwave

radiometer) imagery from lines I and 2 is also shown; the flight lines mark the

center of the ESMR images which extend so as to just overlap laterally. The box

outlined in red shows the location of the imagery and profiles of fig. 2.

Figure 2. A 7 km section of corresponding imagery and profiles. (2a) The SAR

brightness levels along the track of the submarine. (2b) The upward sonar profile

of ice draft. (2c) Sidescan sonar imagery of the ice underside, with a 1000 m

swath width. (2d) Contrast-stretched SAR imagery, with submarine and aircraft

tracks overlaid. (2e) The AOL laser profile of ice elevation. (2f) PRT-5

i infra-red radiome, )rofile. (2g) Microwave brightness temperatures from the

AMMR.
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Figure 3. (a) Probability density function (PDF) of ice elevation from the AOL

profile of fig. 2e. (b) PDF of SAR brightness along a track corresponding to the

P-3 flight line. (c) PDF of ice draft from the sonar profile of fig. 2b. (d) PDF

of SAR brightness along track corresponding to the submarine. (e) Scatter diagram

of the square root of SAR brightness versus corresponding square root of ice

draft. (f) Scatter diagram of square root of SAR brightness versus fourth root of

ice elevation.

Figure 4. (a) SAR brightness level and ice draft plotted together for a 22 km

section of track, smoothed over 84 m. (b) Change in correlation between SAR

brightness and ice draft as windowing length increases. (c) Autocorrelation

function of ice bottom in region covered by fig. 4(a); dotted line is standard

error. (d) Scatter diagram of ice draft against SAR brightness, windowed over 15

pixels, with regression line added. Dashed lines are 95% and 99% confidence

intervals.
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Figure 1. A 40 km section of X-band SAR imagery from north of Greenland.
Eastbound (line 1) and westbound (line 2) flight lines of the P-3A aircraft areI overlaid on the image, as is the footprint of the AMMR (advanced multichannel
microwave radiometer). False color ESMR (electrically scanning microwave
radiometer) imagery from lines I and 2 is also shown; the flight lines mark the
center of the ESMR images which extend so as to just overlap laterally. The boxoutlined in red shows the location of the imagery and profiles of fig. 2.
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Figure 2. A 7 km section of corresponding imagery and profiles, (2a) The SAR
brightness levels along the track of the submarine. (2b) The upward sonar profile
of ice draft. (2c) Sidescan sonar imagery of the ice underside, with a 1000 mswath width. (2d) Contrast-stretched SAR imagery, with submarine and aircraft
tracks overlaid. (2e) The AOL laser profile of ice elevation. (2f) PRT-5
infra-red radiometer profile. (2g) Microwave brightness temperatures from theAMMR.
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Figure 3. (a) Probability density function (PDF) of ice elevation from the Ae)Lprofile of fig. 2e. (b) PDF of SAR brightness along a track corresponding to theI - P-3 nlight line. (c) PDF of ice draft from the sonar profile of fig. 2b. (d) PDF
w~$'r' -rt ~of SAR brightness along track corresponding to the submarine. (e) Scatter diagram

of the square root of SAR brightness versus corresponding square root of iceI draft. (f) Scatter diagram of square root of SAR brightness versus fourth root of
ice elevation.
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